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A. Innovative Claims 

This BAA sets forth a challenge of providing timely access to information to fleets and mobile command posts  in a connectivity-constrained environment. In a real-world tactical situation, this will mean handling many simultaneous requests for information, each having different urgencies, varying amounts of information requested, and different origins in the military organization. Yet, these requests must be fulfilled with fixed computing resources, and by definition, constrained bandwidth and intermittent connections. Therefore, solutions to this PIP must encompass capabilities whereby system resource use can be optimized to resolve contention among these conflicting requests and deliver the best overall mix of timely fulfillment of the diverse requests. 

Our approach to this problem will be to examine the requirements of the BAA as an issue in information Quality of Service: n users make information requests, with each request having a quality factor timeliness (T) which each user desires be maximized for their individual request, along with other parameters such as priority, urgency, information size etc. It will be the job of an underlying framework to utilize a bounded set of available computing and communication resources to maximize T across the N requestors given the parameters associated with their request.

The Quality-of-Service Optimized Data Delivery   (QuODDY) project will combine Quality of Service (QoS) technologies being developed by the Quorum with an agent-based framework. These QoS technologies will assign system resources to optimize timeliness of end-to-end delivery of information to multiple users, while the agent-based framework will provide a composable, and extensible system for capturing, classifying, and transmitting the information requests. This combination of approaches provides the following major advances in timely delivery of relevant data over low- or variable-bandwidth or intermittently-connected links:

· Incorporation of knowledge of DARPA research made available through the Quorum program to optimize the use of resources to deliver specified levels of value (in this case, timeliness of delivery)  not only directly supports the goal of the BAA, but also leverages the benefit of improved algorithms for information modeling and retrieval by providing a framework which makes optimization decisions based on value cues provided by those algorithms, and also return state information which those algorithms can use to make further optimization decisions.

· A deployed system will have to handle diverse information needs from multiple remote sites. It is likely that a complete system will require use of multiple domain-specific techniques to meet these needs, while still managing use of system resources across techniques. Our framework will provide the structure to coalesce multiple research approaches to information profiling, indexing, searching, and retrieval into a single system.

· As both the research program and the available technology evolve over time, the optimal approaches to information characterization and retrieval will change. Use of well-defined interfaces and composable architecture will enable this evolution with minimal redesign. An agent based approach, using interpreted languages and encapsulated components will allow upgrade and evolution to continue in the field. This approach also supports independence from both platform scale and implementation, anticipating use of this research in smaller footprint systems characteristic of mobile applications.

Providing a framework which abstracts the details of optimizing information delivery allows developers of knowledge algorithms to focus on improvement without having to divert attention and manpower to the creation of supporting infrastructure, much of which will prove redundant or conflicting during integration of multiple research results.

B. Technical Rationale, Approach, and Plan

Technical Rationale and Approach

The central benefit from our system derives from its ability to optimize information delivery  for multiple requestors. Achieving this goal imposes several design requirements on the system. First, the framework must capture the relevant QoS parameters of the incoming information requests, encode them, and bind them to the information request in such a way that the underlying infrastructure can make appropriate system resource allocation decisions. This implies that the framework must provide an interface flexible enough to allow multiple, diverse information requestors to interface with it. Second, we must provide a structure whereby appropriate QoS mechanisms can be plugged in and tested under varying load conditions to investigate their benefit in meeting the required goals for information delivery.  Finally, the framework must be able to transmit and requests between the remote sites and the proxy server, and perform the required information retrieval at the proxy site. Since we cannot anticipate the nature of the retrieval system, the framework must support multiple methods. In all cases, the design of the framework must anticipate the need for evolution through  established system engineering principles: Layering and interfaces design must provide flexibility allowing specialization and independent evolution, e.g. in Info Use Modeling. Policy/mechanism separation must also be maintained so that  knowledge of ultimate behavior is not encoded into system, allowing application of the framework to unanticipated end-user problem areas.

We will implement this framework by leveraging QoS and framework technologies already established through DARPA research. Components from the Quorum program will provide assessment of end-to-end QoS and control over system and network resources. These will be combined with tools to provide flexible interfaces and object encapsulation for the remote site and intelligent proxy server will be derived from agent technology developed in a DARPA SBIR entitled "Interactive Construction of Mobile Agents". 

Note that in this proposal we do not advocate in intend to develop any single Information Usage Modeling approach. We believe that Information Usage Modeling techniques will evolve rapidly, and in the long run there will be multiple domain-specific models in use by a deployed system. It is our intention to work with other research projects to provide a standard interface for coalescing the outputs of multiple models into a description of the data access requirements, along with semantic information about the priority, urgency, senescence, etc. This additional information comprises the QoS metric for the data request, which in turn enables the delivery system to make decisions to optimize the use of system resources to deliver the right information at the right time to satisfy multiple competing information requests from the remote users.

Overview of Approach: The information needs of multiple users at the remote site, as determined by multiple Information Usage Modeling algorithms, are fed into an Agent Generator. We will provide a standard interface which the Information Usage Modeling research components can use to specify the users information needs, as well as the metadata which describes the priorities, data format options, urgency, and timeliness/expiration of the data requested. Based on information provided, the Agent Generator will produce an XML document, called the Data Intent Document (DID), which captures both the data and QoS metadata for the information request.
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The Agent Generator passes intent document to the Delivery Optimizer (DO). The Delivery Optimizer encapsulates the details of communications mechanism(s) and the knowledge of availability of system resources, e.g. bandwidth. The Delivery Optimizer is also the locus for decisions on how to use resources to meet the QoS needs of the information requestor. The Delivery Optimizer will assesses available channels, and schedule delivery of Data Intent Document to Proxy Server using the combination of available system and network resources given the QoS metadata describing the priority and urgency contained of the information request as captured by the Data Intent Document. The Delivery Optimizer may also make decisions about compressing, encoding, and encrypting data based on CPU/bandwidth/time tradeoff. 

The decision on how to optimize system resources to maximize overall delivery is not a one-dimensional analysis. The various parameters comprising the QoS metadata associated with a request will need to be consolidated into a function representing the information value of the transaction. The value of the function may be time-dependent, particularly when considering the change or decay of information value over time, as anticipated in the request for research on Information Decay. There will be significant tradeoffs possible in mapping the individual information request constraints to control inputs for the delivery mechanisms, and also in trading off individual request constraints to optimize the global information value. There is existing research on the use of value functions for QoS decision making, for example the Quorum Metacomputing project, which has already found some use in optimizing information retrieval in a Web environment, and provides a likely approach to this problem. Methods for continuous calculation of this value parameter for all incoming information requests, and implementing the resulting resource allocation decisions will form the central research challenge for the Delivery Optimizer implementation. It should be noted that the encapsulation of this value function under a well-architected interface is key in separating the QoS policy for information delivery from the mechanism implicit in the components used to deliver the data. This split is necessary since the policy is likely to as experience is gained with deployment, or as tactical conditions warrant.

In creating the Delivery Optimizer, we anticipate the use of QoS components developed by the DARPA Quorum program for bandwidth determination, traffic prioritization, and computation scheduling based on priority. Examples of these components would be Remos and Darwin for bandwidth measurement, HPF and DIRM for network traffic prioritization, and DeSiRaTa, Quasar, and Resource Kernel for CPU allocation. We also anticipate examining ACE and Globus for their use in providing portable and scalable information architectures.

When the Proxy Server receives DID, (decoding/decompressing/decrypting if necessary), it will execute the DID on behalf of remote site, scheduling execution based on the priority/urgency of the request captured in the metadata. As the DID is executed, it will invoke specific Information Access Objects, which are specialized routines for retrieving, indexing, or searching information in the Global Information Source. Selection of the specific Information Access Objects  will be mediated by a schema describing the information source, based on facilities provided by the proposed agent research. We anticipate the use of the JavaBean interface for these Information Access Objects. This decouples the information access request from the access mechanism for the particular Global Information source, providing the ability to transparently update and extend the information capabilities of the system as new information access methods emerge during development and deployment of the system. As information is retrieved by the Information Access Objects,  the Proxy Server passes it to the DO for delivery to remote site. The DO on Proxy site performs same function as on remote site - scheduling the competing requests and use of available bandwidth to optimize the  end-to-end delivery of most urgent data to the remote sites. The request is completed when the DO on the remote site receives information, does appropriate decoding/decompressing/decrypting, and updates the Local Information Repository.

Advantages/Disadvantages:

A core  benefit of a QoS-based approach is the parameterization of the value of information delivery. This paramaterization not only enables multiple, powerful mechanisms to be broght to bear on the problem of optimizing system resources use to information requests, but also provides the quantification necessary to balance diverse requests from multiple competing requestors. Paramaterization and quantification of the information QoS value also implies measurability of the system, necessary for validating its performance under load and for tuning to meet the needs of deployment.

Provision of standard framework with extensible and well-described interfaces decouples evolution of Information Usage Modeling, Database Freshness, Info Decay algorithms from the  underlying mechanism which implements priority based retrieval of information and schedules. Encapsulation and separation of Information algorithms, resource usage optimization algorithms, and information retrieval components enforces policy/mechanism split between 

Use of XML-based intent documents provide a flexible and extensible mechanism for capturing both information requests and QoS metadata. Existing request encoding methods such as HTML or SQL provide insufficient semantic information to indicate info priority/urgency etc necessary to optimize bandwidth usage across multiple requests. Use of XML-based intent documents also automatically provides human readable and modifiable templates for use in future missions

Semantic description of information intent in XML lays groundwork for future optimization based on analysis of DIDs - global optimization across multiple requests from single remote site, optimization across multi remote sites, anticipation of future info needs based on history, etc. Analysis can occur either at client or server, allowing tradeoff between bandwidth/ CPU footprint of remote site.

Work Plan

· Phase 0 - Initial Design (4 e-m) - SOC + 2 Mo

· Phase 1 - Develop Agent Framework (10 e-m)

Agent Generator interface

Agent Generator implementation

Proxy Server Environment

Develop interface to Info Access objects

· Phase 2 - Develop Delivery Optimizer Framework (9 e-m)

Delivery Optimizer framework implementation

Investigate & evaluate Quorum and COTS network and bandwidth monitoring systems

Integrate net/bandwidth monitors into DO

· Phase 3 - Info Access Integration (4 e-m)

Develop Sample Info Access objects

Integrate Info Access Objects into Proxy Server Environment

· Phase 5 - Integration of Agent Environment with Delivery Optimizer (6 e-m)

· Phase 3 - Info Model Integration (7 e-m)

Investigate available Information Modelers

Develop interface from selected Info Modelers to Agent Generator

Package Info Model interface, support Info Model developer

Integrate and test retrieval for single Info Model

· Phase 4 - Multi-model Integration & Load test (8 e-m)

Integrate second Info Modeler

Develop wide-area/bandwidth-constrained testbed

Test under user load, bandwidth constraint/disconnection - validate proper delivery prioritization

· Phase 5 - Model Update (4 e-m)

Investigate & integrate additional Info Models developed during program

Investigate & integrate additional Info Access objects

Packaging and distribution of results

· Option 1 - Integration with additional systems and research projects
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