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W
h

at
is

th
e

p
ro

ject
ab

o
u

t?

T
here

are
three

separate
levels

to
this

w
or k

that
inform

each
other,

and
thateach

have
to

be
keptin

m
ind:

1.
O

ur
vision

of
a

global
data

dissem
ination

infrastructure
of

the
future,

w
ith

a
self-organizing

data
transport

substrate
and

self-organizing
infor-

m
ation

flow
.

2.
T

he
increm

entaldeploym
ent

of
this

vision
in

the
current

w
eb

caching
infrastructure

in
the

Internet.

3.
T

he
generalquestion

ofself-organization
in

netw
orks.

2



O
u

r
visio

n
o

f
a

g
lo

b
ald

ata
d

issem
in

atio
n

in
frastru

ctu
re:

1.
D

ata
has

unique
nam

es,and
data

integrity
is

a
property

ofthe
data.

2.
S

ervers
m

ake
data

available.

3.
C

lients
ask

for
data.

4.
T

he
w

eb
caching/data

dissem
ination

infrastructure
conspires

to
de-

liver
the

data
to

clients.
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W
hy

u
se

th
e

w
o

rd
“self-o

rg
an

izin
g

”?

1.
Instead

of
m

anual
configuration

of
com

m
unications

betw
een

nearb y
w

eb
caches,w

eb
caches

find
neighboring

w
eb

caches ,and
organize

them
-

selves
into

overlapping
m

ulticastgroups.

2.
Instead

ofthe
m

anualconfiguration
ofpaths

for
requests

for
data,w

eb
caches

exchange
inform

ation
am

ong
them

selves
and,

for
each

request,
determ

ine
the

appropriate
forw

arding
path.

3.
T

his
allow

s
scalability,robustness,and

adaptation
to

changes
in

topol-
ogy

and
load.

4



G
1

G
2

G
3

G
4

G
5

G
6

G
7

C
1

C
2

C
3

C
4

C
5

C
6

C
7

5



Q
u

estio
n

:
W

hatdoes
this

have
to

do
w

ith
active

netw
orking?

A
n

sw
er:

T
he

packets
are

notactive.
H

ow
ever,the

netw
ork

is
ver y

active.

T
he

burden
is

not
on

applications,
but

on
the

netw
ork

itself.
A

pplications
just

supply
and

requestdata.
T

he
netw

ork
has

to
figure

out how
to

orga-
nize

itselfto
supply

the
data

to
users.
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A
co

m
p

ariso
n

b
etw

een
active

p
ackets

an
d

active
n

etw
o

rks:

1.
A

ctive
p

ackets:
C

lients
send

requests
to

the
origin

server.
C

aches
tell

nearby
routers

to
“capture”

requests
and

send
them

instead
to

the
cache.

2.
A

ctive
n

etw
o

rks:
C

lients
send

requests
to

a
nearby

cache
or

group
of

caches.
If

the
cache

does
not

have
the

data,
it

actively
decides

w
here

to
forw

ard
the

request:
to

a
cache

closer
to

the
origin

server,
to

a
cache

thatspecializes
in

thattype
ofrequest,

to
a

cache
thatgenerally

has
a

high
hitrate ,

or
to

the
origin

server
itself...

W
e

are
w

orking
on

approach
(2),not approach

(1).
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G
en

eralresearch
o

n
self-o

rg
an

izatio
n

in
n

etw
o

rks:

1.
In

w
eb

caching,
caches

organizing
them

selves
into

ov erlapping
m

ul-
ticastgroups,and

organizing
the

flow
ofrequests

and
ofdata.

2.
In

m
ulticast,

session
m

em
bers

organizing
them

selves
into

groups
f or

sending
globalsession

m
essages.

3.
In

reliable
m

ulticast,session
m

em
bers

organizing
them

selves
into

g roups
for

localrecovery
ofpacketlosses.

4.
In

netw
ork

m
anagem

ent,
self-organization

to
detect

and
recover

from
failures.

5.
...
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